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ABSTRACT

Image databases typically manage feature data that can be viewed as points in a feature space� Some features�
however� can be better expressed as a collection of points or described by a probability distribution function
�PDF� rather than as a single point� In earlier work we introduced a similarity measure and a method for
indexing and searching the PDF descriptions of these items that guarantees an answer equivalent to sequential
search� Unfortunately� certain properties of the data can restrict the e�ciency of that method� In this paper we
extend that work and examine trade�o�s between e�ciency and answer quality or e�ectiveness� These trade�o�s
reduce the amount of work required during a search by reducing the number of undesired items fetched without
excluding an excessive number of the desired ones�

Keywords� image databases� similarity�based retrieval� e�ciency and e�ectiveness trade�o�s� similarity mea�
sures

� INTRODUCTION

Many image databases����� manage feature data that can be viewed as points in a feature space� In these
systems similarity is typically measured by the �weighted� Euclidean or city�block distance� Queries are e�ciently
processed by using access methods� such as B�trees� or R�trees�� to �nd the closest feature points to a query point�
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Some features� however� can be better expressed as a collection of points rather than as a single point� In
these cases probability density functions �PDFs� can often be used to summarize or approximate the underlying
data� PDFs are also used to describe both collections of measurements and measurements with known errors� For
example� once objects have been segmented from an image� the color or texture values of the constituent pixels
can be summarized by their means and standard deviations�

Composite descriptions� such as PDFs� are typically searched sequentially or are simpli�ed considerably�
Sequential search quickly becomes infeasible as the database size increases and the feature e�ectiveness diminishes
as descriptions are over simpli�ed� In earlier work��� we described a similarity measure and a method of indexing
and searching the PDF descriptions that guarantees an answer equivalent to one arrived at by sequential search�
Unfortunately� certain properties of the data can severely restrict the e�ciency of that method� In this paper
we extend previous work and examine trade�o�s between e�ciency and answer quality or e�ectiveness� These
trade�o�s reduce the number of undesired items fetched without excluding an inordinate number of the desired
ones�

Section 	 discusses the background of the problem� Section 
 explores issues in increasing e�ciency without
incurring unacceptable sacri�ces in e�ectiveness� It also discusses the e�ects on performance using actual data
sets� Section � discusses the conclusions of this work�

� BACKGROUND

In our system a collection of points or items is described by a probability density function �PDF� represented
by a pair of real numbers� � �X� s�� corresponding to the mean and standard deviation of the distribution� Given
a large collection of items or item records we seek a way to organize them that allows e�cient searches� In a
typical search the user speci�es a query point and wishes to �nd collections of points whose distributions indicate
a high similarity with the query point� PDFs are inherently di�erent from simple point data and rangeinterval
data due to their individual standard deviation� Consequently� the similarity measures and access methods used
need to be tailored to the speci�c characteristics of the PDF description�

Although Euclidean distance works well in many applications� we would like to use a similarity measure that
takes into account the individual item variance� For example� in Figure �� the query point is approximately the
same Euclidean distance away from the mean of item A and item B� However� item A is more likely to contain
the query point and we would like it to be judged more similar to the query point than item B�
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Figure �� Variance plays an important role in similarity judgments�

The importance of variance is captured with a normalized distance measure� In Equation � the distance



between a query point and an item mean is normalized by the item�s standard deviation� With this distance or
dissimilarity measure the greater the score the less similar the item and query point� The dissimilarity measure
we use is� �� �Xi � q

��
si

� Mi ���

Where q is the query point� �Xi is the mean of the feature of the ith item� si is the standard deviation of the
feature of the ith item� and Mi is the number of standard deviations between the query point and the mean of
the item� We will abbreviate the Euclidean distance between the query point and item mean�

�� �Xi � q
��� as di�

This measure may at �rst seem similar to a weighted Euclidean measure� In a weighted Euclidean measure
the importance of individual feature components is emphasized by scaling the Euclidean distances among those
components� The same scale factor is used when comparing the query point to every record in the database�
In our method the Euclidean distances are also scaled during the comparison� However� each item standard
deviation speci�es the possibly unique scale factor to use when comparing that item to a query point�

To process a query a user speci�es a query point� q� and a threshold value� M � Each item� i� in the database is
examined to determine if Mi �M � The complete answer set contains all items that meet this similarity criterion�
After all the items are examined the complete answer set is returned to the user� The similarity criterion is��

i

�����
�� �Xi � q

��
si

�M

�
�	�

As presented so far� we must apply the similarity criterion sequentially to each item in the database� However�
this test can be modi�ed to be more e�cient in many situations� The e�ciency can be realized through an
indexing structure that yields the complete answer set without directly calculating Mi for each item� This is
possible when we rewrite the the similarity criterion as�

q �Msi � �Xi � q �Msi �
�

In this form we notice that the item mean �Xi must fall in the range between q �Msi and q �Msi� The query
point q speci�es the center of the range and M and si specify the size of the range�

This process may seem similar to traditional range or interval searches� However� the key di�erence is that
the extent of the ranges depends on the user supplied threshold value M � Consequently the range extents are not
�xed or known before query time� If a �xed value for M is to be used for all queries then other methods such as
interval trees	 can be used�

The values for q and M are di�erent for each query but are �xed at the beginning of the each query� Unfor�
tunately� both �Xi and si depend on the particular item being examined� A crude �lter� Equation �� is created by
using a constant� s�� in place of the individual si��

i
��q �Ms� � �Xi � q �Ms�

�
���

This bounds the ends of the query range at the beginning of the query� If s� � smax� the largest si in the database�
the query range is guaranteed to contain all items that could possibly pass the similarity criterion� It will� most
likely� also contain other items�

To take advantage of this �lter some prequery processing is required� We make note of smax� the largest item
standard deviation� and store the item means in a data structure that allows e�cient range searches� Queries are
then processed in two steps as depicted in Figure 	� The �rst step calculates the query range and retrieves the
candidate set� all the items with means in that range� The second step applies the similarity criterion to each of
the items in the candidate set to extract the answer set� It is important to observe that since s� � smax is used
for Equation �� the answer set returned by this two stage process is guaranteed to be the same as the complete
answer set that is returned by the sequential method�
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Figure 	� Query processing in two steps�

� EFFECTIVENESS AND EFFICIENCY

The e�ciency realized by the process described in Section 	 depends on the size of the candidate set returned
by the calculated range search and the degree to which the cost of creating and maintaining the indexing structure
can be amortized across multiple queries� If the candidate set returned includes all items in the database� then we
have only incurred additional overhead� However� considerable savings may be realized if this set is signi�cantly
smaller than the database� The size of the candidate set� and thus the e�ciency of the procedure� is a�ected by
two factors�

�� The �rst factor is the relative positions of the means and queries in the feature space� If the means are
concentrated in a small area� then all queries in this area will retrieve a large percentage of the database�

	� The second factor is the magnitude of the largest standard deviation� If there is even one PDF description
with a large standard deviation the query range will be wide and will include an excessive portion of the
database�

The best performance is realized by a database with a relatively small smax� with means and queries that are
uniformly distributed throughout the space� and with a high number of queries that can take advantage of the
indexing mechanism�

Since little can be done to control the positions of the data or queries� little can be done to counter the e�ects
of the �rst factor� However� to reduce the e�ects of the second factor it may be bene�cial to use a smaller value
for s� than smax in Equation �� The smaller value relaxes the guarantee that the candidate range will contain the
complete answer set� However� if the loss of a few answer items is acceptable� signi�cant increases in e�ciency
are possible� In this case the answer set will be a subset of the complete answer set� The remainder of this paper
focuses on the e�ects on e�ectiveness and e�ciency of reducing the value of s��

��� MEASURING AND ESTIMATING PERFORMANCE

We evaluate the performance of an index along two dimension� e�ciency and e�ectiveness� E�ciency is
concerned with how much work is performed to answer a query� E�ectiveness is concerned with how well a query
is answered�

To measure e�ciency we use the comparison percentage� The comparison percentage is the percentage of the
database that is individually compared to the query point using the similarity criterion� Only the items returned
by the �lter are compared� so the comparison percentage is the size of the candidate set divided by N� the size of



the database�

comparison percentage �
jcandidate setj

N
���

The expected comparison percentage depends on the location and size of the query range and the density of item
means in that region� Two di�erent query points with the same size query range will result in candidate sets of
di�erent size depending on the density of items at the di�erent locations�

For example� if the queries and item means are distributed uniformly throughout the feature space the expected
comparison percentage is directly related to the size of the query range� In this case� the percentage of means
retrieved is equivalent to the percentage of the space covered by the query range� If the query range is 
	 units
wide and the feature space 	�� units wide� approximately one eighth of the items in the database will be retrieved�
The actual percentage will be less for queries near the boundaries of the feature space since the e�ective width of
the query range will be smaller�

The e�ectiveness of the answer is measured by recall and precision� Recall is a measure of the completeness
of the answer given to the user� Recall is the percentage of desired items returned or the the size of the answer
set divided by the size of the complete answer set�

Recall �
janswer setj

jcomplete answer setj
���

As the value of s� is reduced and more items are excluded from the candidate set the chance of an item being
excluded from the answer set increases� Consequently� recall is expected to drop as s� is reduced�

Items are excluded based on their Euclidean distance� di to the query point� Items that are further away will
be excluded �rst� If one of these excluded items is an answer item we know it must have had a large standard
deviation to meet the similarity criterion �di�si �M�� Reducing s� will exclude answer items only if the standard
deviation of the answer item is less than s�� Consequently� the only answer items at risk of being excluded
are those with standard deviations larger than s�� Therefore� the rate at which recall decreases depends on the
number of standard deviations that are less than s�� For example� if smax were considerably larger than most of
the standard deviations in the database� s� could be reduced considerably and still be larger than most standard
deviations� This would result in a lower chance of excluding an answer item from the candidate set and result in
a higher recall percentage�

However� if all standard deviations were �roughly� equal� an s� less than smax would result in many items with
standard deviations greater than s�� This would increase the chance that an answer item would be excluded from
the candidate set� This type of standard deviation distribution is not common in the data we have been using�
Typically� most standard deviations will be much smaller than the maximum standard deviation�
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Figure 
� Items are excluded based on Euclidean distance not the similarity score�

It is interesting to note that the strategy of using values for s� less than smax tends to exclude answer items
with large standard deviations� The answer items with smaller standard deviations� which are often thought of
as better de�ned and more desirable� are included in the candidate set� Note that items are excluded based on
their Euclidean distance to the query point and that this does not imply that items are excluded according to



their dissimilarity score �Equation ��� For example� Figure 
 shows items A� B� and C with standard deviations
sB � 
sA and sC � sA� and with Euclidean distance between the mean and a particular query point dB � 	dA
and dC � 
dA� This implies that the similarity scores �d�s � M�� MB � 	�
MA and MC � 
MA� Since a lower
score signi�es a better match� the query point is more similar to item B than A and more similar to A than C�
As the magnitude of s� is reduced� item C will be excluded before item A or B� However� item B will be excluded
from the candidate set before item A even though MB is a lower score than MA�

Precision is a measure of the quality of the intermediate or candidate set� In this technique precision gives us
an idea of how well our crude �lter� Equation �� is performing� Precision is the percentage of the candidate set
that belongs in the answer set�

Precision �
janswer setj

jcandidate setj
���

As the value of s� is decreased� items at a greater Euclidean distance from the query point will be excluded� The
items remaining in the candidate set are at a smaller Euclidean distance from the query point and will meet the
similarity criterion with smaller values of si� Since the acceptable range of values for si increases� the candidate set
items are in general more likely to pass the similarity criterion� Therefore� as s� is reduced it becomes increasingly
likely that the items remaining in the candidate set will meet the similarity criterion and the precision of the
candidate set will tend to increase� For example� if the Euclidean distances under consideration are very large� few
standard deviations may be large enough to meet the similarity criterion �di�si �M�� However� if the distances
are very small� a large percentage of the individual si�s are likely to be large enough to meet the similarity
criterion� The rate at which precision increases depends on the distribution of the standard deviations and is not
likely to increase monotonically� but rather will tend to increase probabilistically�

To gauge the performance of our indexing and query processing methods we must jointly consider the three
measures� recall� precision� and comparison percentage� For example� suppose we have a database of ��� records
and that ��� of these items pass the similarity criterion for a particular query� If during the query processing the
�lter extracts 	�� records� �� of which are returned in the answer set� we have a recall of ���� precision of 
���
and a comparison percentage of ����

In practice it may be di�cult or impossible to predict the number or distribution of query points� It may
also be di�cult to describe or approximate the distribution of means and standard deviations� In this case it
is necessary to make empirical performance measurements� These measurements can be studied to help reveal
trade�o�s a�ecting performance� An analysis of performance on both synthetic and real data is given in the
following section�

��� EXPERIMENTAL RESULTS

To test the practical e�ects of reducing s� we conducted several retrieval experiments� In each experiment 	��
di�erent values of s� were used� The values of s� were calculated in regular intervals between smax and �� An
s� value of � implies that a query point and a mean were similar only if they were equal� For each value of s��
��� di�erent queries were run using a random query point chosen from the range of the means of the particular
database� The numbers reported below are the averages for the ��� queries� The threshold value� M � was 	�

For the �rst experiment� Figure � and Table �� ������� items were systematically generated� The means of
the items were real numbers uniformly distributed in the range � and 	��� The standard deviations were real
numbers uniformly distributed in the range � to ���

If a value of smax is used a typical query was expected to have ���� recall� The size of the query ranges varied
between 	�� �q �M � smax � q� �� � 	� and ��� at the edges of the feature space and covered between 
�� and
��� of the database� On average the query ranges covered approximately �
� of the feature space� Consequently�
the comparison rate is expected to be approximately �
�� Since the queries and means are uniformly distributed
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Figure �� Performance of synthetic uniform data

the comparison percentage is expected to drop o� linearly and the precision is expected to increase linearly as s�

is decreased�

For the synthetic data an s� value of smax results in ���� recall� ��� precision� and a ��� comparison
percentage� An s� value of ��	smax results in ��� recall� ��� precision� and a 
�� comparison percentage� The
performance results of this experiment are shown in Figure � and Table �� A linear decrease in the value of s�

resulted in a linear decrease in comparison percentage and a linear increase in candidate set precision� Recall is
not linear but decreases noticeably early in the experiment�

Synthetic Data Color Data
� of Recall Precision Comparison Recall Precision Comparison
smax � � � � � �
��� ��� �� �� ��� 
� ��
�� �� �� �� �� 
� ��
�� �� �
 �	 �� 
� ��
�� �
 �� �� �� �� ��
�� �� �� �	 �� �� 
�
�� �� �� 
� �� �� 
�
�� �� �� 	� �
 �� 	�

� �� �� 		 �� �� 	�
	� �� �� �� �� �� �

�� 		 �� �� 
� �� ��

Table �� Performance results for synthetic and color data

The second experiment� Figures �� �� and Table �� uses the color information from 
�� images of various types�
The color information in each image was clustered into �� clusters using a k�means algorithm� The clustering step
is similar to color quantization� Although the clustering is done on the red� green� and blue bands simultaneously�
queries are currently processed on a single band at a time� The data for the red band was used in this experiment�
The means of the clusters were in the range ��	�� and standard deviations in the range ����� Figure � shows
the histogram of the positions of the means and of the standard deviations� Note that the means are neither
overly concentrated in one area or uniformly distributed across the space� The standard deviations are also not
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Figure �� Histograms of color data

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
Percentage of maximum standard deviation

Effects of reducing s’

recall
precision

comparison %

Figure �� Performance of color data



uniformly distributed between � and the maximum�

Since the distributions of the means and standard deviations are not linear and are di�cult to estimate it
is di�cult to estimate the expected performance levels� However� since most of the si are much smaller than
smax� recall percentage is expected to stay high even when s� is substantially reduced� Comparison percentage is
expected to decrease linearly with a linear reduction in s��

For the color data �see Table �� experiment an s� value of smax results in ���� recall� 
�� precision and a
��� comparison percentage� As s� is reduced the comparison percentage decreases linearly even though recall is
initially not severely a�ected� For example� an s� value of ��	smax results in ��� recall� ��� precision� and a

�� comparison percentage� Note that by reducing s� to 
�� of smax� ��� of the complete answer set can be
retrieved by examining only 	�� of the entire database�
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Figure �� Histograms of Landsat spectral data
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Figure �� Performance of Landsat spectral data

The �nal two experiments� Figures �� �� � and �� and Table 	� were performed on one band of multi�band
Landsat data and on one band of multi�band texture data� The Landsat data was extracted from images of
Moscow� Cairo� Los Alamos� and Albuquerque� Six bands were used in the clustering step� Only the �rst band
was indexed and used in this experiment� The texture data was generated by using the Laws Texture measures



Landsat Data Texture Data
� of Recall Precision Comparison Recall Precision Comparison
smax � � � � � �
��� ��� �	 �� ��� �� ��
�� �� �	 �� �� �� ��
�� �� �
 �
 �
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�� �
 	� 
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�� �� 	� 	� �� �� 	�

� �	 
	 �� �� �� 	�
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 �� ��
�� �� �	 �� 	
 �� ��

Table 	� Performance results for Landsat and texture data
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on the images of second experiment� The ��dimensional texture coe�cients were then clustered into �� clusters�
Only the �rst dimension is used in the queries�

In Figures � and � we see that the locations of the means and values of the standard deviations are somewhat
concentrated for the landsat data and very concentrated for the texture data� This concentration leads to
more variation in the performance results� Although the average comparison percentage remains comparable
to the previous experiments the precision is considerably lower� Also� in the landsat data recall has the same
characteristic curve as the previous experiments though in the texture data recall performance drops nearly
linearly�

� CONCLUSION

In earlier work��� we stated that a probability density function �PDF� can be used to describe a collection of
points or measurements with known errors� We introduced a similarity measure that can be used in similarity
based retrieval of these descriptions� Additionally� we described a method of indexing and searching collections
of PDF descriptions that guarantees an answer equivalent to sequential search� Unfortunately� certain properties
of the data can severely restrict the e�ciency of that method� In this paper we have extended previous work and
examined trade�o�s between e�ciency and answer quality� e�ectiveness�

In this paper we showed that these trade�o�s reduce the amount of work required to process a query by
reducing the number of undesired items without excluding an excessive number of the desired items� We give
four examples where �
� of the complete answer set is retrieved by examining only ���� 	��� 
��� and ��� of
the database� Additionally� examining only ���� of the database can retrieve 		�� 
��� ���� and 	
� of the
complete answer set� E�ciency gains in large databases can be obtained with out excessively degrading retrieval
e�ectiveness�
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